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Data	import	and	management	in	R	

Data	frames	are	the	fundamental	data	structure	
of	R	



Data	import	and	management	in	R	

Data	frames	can	be	generated	by	hand:	
	
Data	frames	can	be	imported	from	a	csv	file	or	
text	file:	
	
	
Data	frames	can	be	read	using	funcQons	of	
specific	modules:	
	
	
	

qpcr.dat	=	data.frame(sample.id	=	samples,	gene.id	=	targets,	ddct	=	ddct.vals)	
	

data.1	=	read.csv("my_data.csv")	
data.2	=	read.table("my_data_2.txt”,	header=TRUE,	sep=";")	
	

dds	=	DESeqDataSetFromMatrix(countData=count.mat,colData=samptab,	
design=~media+starvaQon+media:starvaQon)	



Uniform	requirements	for		
R	input	files	

•  Using	a	plain	text	editor	is	essenQal:	gedit,	
textwrangler,	vim,	emacs…	

•  Different	placorms	have	different	line	ending	
types;	look	at	the	programs	dos2unix	and	
mac2unix	if	you	see	problems	

•  Be	wary	of	“smart”	quotes,	hyphens,	etc.	–	
only	a	limit	set	of	text	characters	is	allowed	

•  Similar	precauQons	for	programming,	and	for	
other	structured	text	files	like	PDBs	



Table-like	vs.	matrix-like	data	frames	

Matrix	like	
	
gene.name,A1,A2,B1,B2	
gene1,4,3,10,8	
gene2,4,6,5,3	
gene3,2,9,10,0	

Table	like	
	
gene.name,condiQon,value,replicate.id	
gene1,A,4,1	
gene2,A,4,1	
gene3,A,2,1	
gene1,A,3,2	
gene2,A,6,2	
gene3,A,9,2	
gene1,B,10,1	
gene2,B,5,1	
gene3,B,10,1	
gene1,B,8,2	
gene2,B,3,2	
gene3,B,0,2	
	

These	can	be	interconverted	using	the	
reshape2	R	package	



Accessing	data	in	a	data	frame	



Accessing	data	in	a	data	frame	



“Factors”	in	R	

•  Represent	categorical	
variables	–	discrete	and	
have	a	limited	number	
of	values	

•  Strings	are	ojen	
interpreted	as	factors	
by	default	

•  Need	cauQon	when	
combining	with	
arithmeQc	



“Factors”	in	R	



Computers	are	stupid	

Right	
	
gene.name,condiQon,value,replicate.id	
gene1,A,4,1	
gene2,A,4,1	
gene3,A,2,1	
gene1,A,3,2	
gene2,A,6,2	
gene3,A,9,2	
gene1,B,10,1	
gene2,B,5,1	
gene3,B,10,1	
gene1,B,8,2	
gene2,B,3,2	
gene3,B,0,2	
	

Wrong	
	
gene.name,condiQon,value,replicate.id	
gene1,A1,4,1	
gene2,A1,4,1	
gene3,A1,2,1	
gene1,A2,3,2	
gene2,A2,6,2	
gene3,A,29,2	
gene1,B1,10,1	
gene2,B1,5,1	
gene3,B1,10,1	
gene1,B2,8,2	
gene2,B2,3,2	
gene3,B2,0,2	
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Computers	are	stupid	

a	=	b	vs.	a	==	b	
	



Computers	are	stupid	

cat	vs.	“cat”	



DocumentaQon	is	smart	

?t.test	
	
help(t.test)	
	
help.search(“t-test”)	
	
Google	(stackoverflow)	



There	are	packages	for	almost	
everything	

Examples:	
•  plyr/dplyr	for	combining	datasets	
•  biomart	for	looking	up	annotaQons	
•  flowCore/flowViz	for	flow	cytometry	data	
	



There	are	packages	for	almost	
everything	

Examples:	
•  plyr/dplyr	for	combining	datasets	
•  biomart	for	looking	up	annota9ons	
•  flowCore/flowViz	for	flow	cytometry	data	
	Before:	

FBgn0030482	
	
Ajer:	
FBgn0030482;	Branched-chain-amino-acid	aminotransferase		
		[Source:UniProtKB/TrEMBL;Acc:Q9VYD5]		
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Machine	learning	

“[F]ield	of	study	that	gives	computers	the	ability	
to	learn	without	being	explicitly	programmed”	
	--Arthur	Samuel,	1959	
	
We	want	the	computer	to	derive	insight	from	a	
data	set	and	either	tell	us	about	it	or	use	it	for	a	
future	problem	



Example	dataset:	iris	



Example	dataset:	iris	
ggplot(iris,	aes(x=Sepal.Length,	y=Sepal.Width,	size=Petal.Length,	color=Petal.Width,	shape=Species))	+	geom_point()	



Example	dataset:	iris	



Example	dataset:	iris	



Example	dataset:	iris	



Skin	lesion	classificaQon	

Nature	542,	115–118	(02	February	2017)	



Common	machine	learning	quesQons	

•  Given	values	of	observables	(e.g.,	sepal	length),	
what	species	did	a	specimen	come	from?	

•  Which	characterisQcs	are	most	useful	in	figuring	
out	which	species	a	specimen	came	from?	

•  What	does	an	average	member	of	the	setosa	
species	look	like?	

•  If	I	don’t	already	know	the	answer,	how	many	
species	are	present,	and	which	specimens	come	
from	which	species?	



Types	of	machine	learning	tasks	

•  Supervised:	We	can	tell	the	algorithm	correct	
answers	on	a	training	set,	and	then	expect	it	
to	work	from	there	

•  Unsupervised:	We	provide	no	prior	
informaQon	about	the	data	set	

•  Reinforced:	We	provide	feedback	over	the	
course	of	algorithm	opQmizaQon	



Types	of	machine	learning	tasks	

•  ClassificaQon:	Which	category	does	a	sample	
fall	into	(supervised)	

•  Clustering:	How	many	categories	are	there	
and	which	one	does	each	sample	fall	into	
(unsupervised)	

•  Dimensionality	reducQon:	How	can	I	more	
simply	visualize	a	data	distribuQon?	



Skin	lesion	classificaQon	

Nature	542,	115–118	(02	February	2017)	



Performance	evaluaQon	

(Image	from	wikipedia	user	Walber)	



Performance	evaluaQon	

(Image	from	wikipedia	user	Walber)	

MaBhews	correlaQon	coefficient:	
	

F-measure:	



Performance	evaluaQon	

ROC:	Receiver	operaQng	characterisQc	
AUC:	Area	under	(ROC)	curve	

(Image	from	OpenEye	ScienQfic)	



Avoiding	overfiyng	
OverfiBed	model	

Good	model	

(Image	from	wikipedia	user	Chabacano	under	GFDL)	



Avoiding	overfiyng	

(Image	from	wikipedia	user	Fabian	Flock)	

4-fold	cross-validaQon	
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Support	vector	machines	(SVMs)	

Supervised	learning:	Find	a	parQQon	that	
maximizes	separaQon	between	sets	



Support	vector	machines	(SVMs)	

Supervised	learning:	Find	a	parQQon	that	
maximizes	separaQon	between	sets	



Applying	an	SVM	to	the	iris	dataset	



Applying	an	SVM	to	the	iris	dataset	

(Image	from	hBp://rasbt.github.io/mlxtend/user_guide/ployng/plot_decision_regions/)	

Setosa	

Versicolor	

Virginica	



Random	forests	

Supervised	learning:	Find	a	“forest”	of	decision	
trees	to	opQmize	classificaQon	performance	



Decision	trees	

hBps://xkcd.com/1723/	



Decision	trees	

hBps://xkcd.com/1723/	
hBp://data-mining.business-intelligence.uoc.edu/home/j48-decision-tree	



Decision	trees	
Of	all	the	well-known	learning	methods,	decision	trees	come	closest	to	
meeQng	the	requirements	for	serving	as	an	off-the-shelf	procedure	for	data	
mining.	They	are	relaQvely	fast	to	construct	and	they	produce	interpretable	
models	(if	the	trees	are	small)…	and	they	are	immune	to	the	effects	of	predictor	outliers.	
They	perform	internal	feature	selecQon	as	an	integral	part	
of	the	procedure.	They	are	thereby	resistant,	if	not	completely	immune,	
to	the	inclusion	of	many	irrelevant	predictor	variables.	These	properQes	of	
decision	trees	are	largely	the	reason	that	they	have	emerged	as	the	most	
popular	learning	method	for	data	mining.	Trees	have	one	aspect	that	prevents	them	from	
being	the	ideal	tool	for	predicQve	learning,	namely	inaccuracy.	They	seldom	provide	
predicQve	accuracy	comparable	to	the	best	that	can	be	achieved	with	the	data	at	hand.	
	
--HasQe	et	al.,	The	Elements	of	Sta2s2cal	Learning		



Random	forests	
Supervised	learning:	Find	a	“forest”	of	decision	
trees	to	opQmize	classificaQon	performance	

J.	Biomed.	Sci.	Eng.	31887	(2013)	



Example	applicaQon	to	iris	data	



Example	applicaQon	to	iris	data	

OOB	(out	of	bag	esQmate):	EsQmates	error	rates	based	on	classificaQons	
ignoring	certain	training	data	(similar	to	cross-validaQon)	



Determining	the	number	of	trees	



IdenQfying	important	variables	



PredicQons	for	new	cases	



Deep	learning/deep	neural	networks	

(From	hBp://www.parallelr.com/r-deep-neural-network-from-scratch/iris_network/)	



Unsupervised	clustering:	When	we	
don’t	have	a	training	set	



K-means	clustering	

Choose	k	in	advance,	and	then	maximize	the	
compactness	of	k	clusters	

(Image	from	
hBp://simplystaQsQcs.org/2014/02/18/k-means-clustering-in-a-gif/)	



K-means	clustering	
myclust=kmeans(iris[,1:4],3,iter.max=1000)	

Accuracy:	89.3%	



Gaussian	mixture	models	

Model	each	cluster	as	a	Gaussian	with	fiBed	
characterisQcs	

(Image	from	
Mathworks.com)	



Gaussian	mixture	models	

Model	selecQon:	Use	Bayesian	informaQon	
criterion	



GMM	on	Iris	data	

97%	accuracy	
(If	we	get	
3	models…)	



DBSCAN	for	density-based	clustering	

Instead	of	looking	for	clumped	data,	find	
separaQons	in	low	density	regions	

(Image	from	wikipedia	
user	Chire)	



DBSCAN	for	density-based	clustering	
Instead	of	looking	for	clumped	data,	find	
separaQons	in	low	density	regions	

94%	accuracy	
(ignoring	outliers)	
	
79%	accuracy	
(including	outliers)	
	

db	<-	dbscan(x,	eps	=	.4,	minPts	=	4)	



Dimensionality	reducQon		
and	visualizaQon	

(Image	from	Ali	Ghodsi,	U.	Waterloo)	



Principal	component	analysis	

Find	linear	combinaQons	of	original	data	along	
which	the	variance	is	maximized	

PC1	

(Adapted	from	Jeff	Ullman’s	Mining	Massive	Datasets)	



Principal	component	analysis	
pca.ir	=	prcomp(log.ir,	center=TRUE,	scale.=TRUE)	
plot(pca.ir,	type="l")	



Principal	component	analysis	

(Image	from	Thiago	MarQns)		



Nonlinear	methods	for	dimensionality	
reducQon	



Nonlinear	methods	for	dimensionality	
reducQon	

Example:	t-SNE	(t-distributed	stochasQc	neighbor	embedding)	
Try	to	find	reduced	dimensions	that	reproduce	locality	of	neighbors	in	
		high	dimensions	as	well	as	possible	



Nonlinear	methods	for	dimensionality	
reducQon	

Example:	t-SNE	(t-distributed	stochasQc	neighbor	embedding)	
Try	to	find	reduced	dimensions	that	reproduce	locality	of	neighbors	in	
		high	dimensions	as	well	as	possible	

(Lej	image	from	MNIST	dataset,	right	from	hBps://indico.io/blog/visualizing-with-t-sne/)		



Nonlinear	methods	for	dimensionality	
reducQon	

Nature	542,	115–118	(02	February	2017)	



Feature	selecQon	

•  Focus	on	removal	of	features	that	give	liBle	
informaQon	

•  Some	combinaQon	of	art	and	a	wide	variety	of	
automated	methods	

•  More	important	for	some	machine	learning	
methods	than	others	

•  Need	to	have	as	much	informaQon	as	possible	
when	determining	features	(if	you	have	any	
choice)	
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MoQf	idenQficaQon!	

(Image	from	Elemento	et	al.,	Mol.	Cell	2007)	



MoQf	idenQficaQon!	

Dongwon Lee et al. Genome Res. 2011;21:2167-2180 



FuncQonal	sequence	analysis	

(Image	from	Taeho	Jo)	

IdenQfy	key	features	of	rho-dependent	terminators:	specific	moQfs,	sequence	composiQon,	
RNA	folding	energy	



IdenQfying	chromaQn	states	from	
ENCODE	data	

(Ernst	and	Kellis;	
Nar.	Biotech.	2010)	



Analysis	of	microscopy	data	

(Zhong	et	al.,	
Nat.	Meth.	2012)	



PredicQon	of	disease-causing	
mutaQons	

(Kircher	et	al.,	Nat.	Genet.	20104)	



Analysis	of	flow	cytometry	data	

(Saeys	et	al.,	Nat.	Rev.	Immunol.	2016)	



Analysis	of	flow	cytometry	data	

(Saeys	et	al.,	Nat.	Rev.	Immunol.	2016)	



Automated	inference	of	
developmental	pathways	

(Bendall	et	al.,	
Cell	2014)	



PredicQng	the	funcQons	of	un-
annotated	genes	

(Image	from	Chengxin	Zhang)	


